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Shelves are stocked with books offering advice on im-
proving one’s memory. Even a mundane task like attaching 
new electronic equipment to a television forces us to look 
continuously back and forth between the diagram and in-
stallation, revealing the limited amount of visual informa-
tion we can keep in memory at any one time. Surprisingly, 
what constrains visual short-term memory (VSTM) is 
relatively unknown. Some suggest that VSTM has a fixed 
number of “slots,” each capable of temporarily storing one 
object (Vogel, Woodman, & Luck, 2001). Others argue 
that VSTM capacity is influenced by the complexity of the 
items stored (Alvarez & Cavanagh, 2004). But is VSTM 
fixed solely by stimulus factors such as perceptual com-
plexity or object number, or can it be influenced by the 
processing strategy used to encode objects?

VSTM capacity is typically estimated at three to four 
objects, but observers can retain information about many 
more features distributed across four objects (Vogel et al., 
2001). Accordingly, VSTM has been argued to be object- 
rather than feature-based, its capacity indifferent to the 
number of features per object.

Recent studies question strong versions of the object-
based theory of VSTM capacity (Eng, Chen, & Jiang, 2006; 
Wheeler & Treisman, 2002). For example, VSTM capacity 
appears to decrease as stimulus complexity (or information 
load) increases, so that people can maintain more colored 
squares than complex line drawings in VSTM (Alvarez & 
Cavanagh, 2004). Information load was operationalized as 

the rate of visual search among items of a category. A strong 
positive correlation between capacity and search rate was 
found, suggesting that objects of greater complexity require 
more “space” in VSTM. This relationship is particularly 
strong when perceptual encoding time is limited (Eng et al., 
2006), as complex objects require more time to be encoded 
into VSTM than do simpler objects like colored squares: The 
relationship between complexity and capacity is reduced at 
longer encoding durations when perceptual processing is no 
longer a bottleneck. 

Despite object-based theories suggesting hard-wired 
VSTM capacity limits, there is evidence that VSTM for 
faces may be affected by processing strategy. Faces are 
processed more holistically than objects or inverted faces 
(Tanaka & Sengco, 1997). Holistic processing results in 
the individual features and the relations between these fea-
tures being relatively inseparable (Farah, Wilson, Drain, 
& Tanaka, 1997). Notably, visual search rate is faster for 
upright than inverted faces (Tong & Nakayama, 1999). 
This suggests that VSTM capacity may be higher for up-
right than inverted faces despite their containing the same 
low-level visual information and thus being equivalent in 
stimulus-based complexity. However, if the search rate 
difference between upright and inverted faces reflects 
a difference analogous to that reported by Alvarez and 
Cavanagh (2004), it should predominantly affect VSTM 
when encoding time is limited. However, we postulated 
that holistic processing confers an advantage to upright 
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faces that extends beyond the time required to encode the 
faces, leading them to be represented and stored more ef-
ficiently in VSTM than inverted faces even at long encod-
ing times. Experiment 1 tests this prediction.

Experiment 1

Method
Participants. Twenty-four (18 female) individuals (mean age 5 

24.3, SE 5 3.86) participated for payment.
Stimuli and Procedure. Seventy-two grayscale faces (1.9º 3 

2.3º) from the Max-Planck Institute were used. Each face either ap-
peared upright or inverted. Participants performed a delayed match-
to-sample probe recognition task (see Figure 1) involving 900 trials 
across three sessions, each consisting of 10 alternating blocks (30 
randomized trials/block) of either upright or inverted faces. There 
were 450 trials with upright faces and 450 with inverted faces. For 
each orientation, there were 15 conditions (5 set sizes 3 3 encoding 
durations), each including 30 trials.

Analysis. One participant’s data were removed due to poor per-
formance in the auditory task (all others exceeded 95% accuracy). 
Incorrect articulatory suppression trials (,2%) were removed from 
further analyses. For each participant and condition, Cowan’s K was 

calculated providing an estimate of the number of objects success-
fully encoded in VSTM (Cowan, 2001).1 The maximum K (K-max) 
was identified for each encoding duration, regardless of set size. 
In addition to analyses on the standard K measure, analyses on the 
K-max measure were performed because some participants tend to 
show a drop in performance in conditions where the set size exceeds 
their capacity, especially for faces, thus it is possible that K-max may 
better capture VSTM capacity for larger set size conditions.

Results
Increased encoding time led to a greater increase in VSTM 

capacity for upright than inverted faces (Figure 2, Table 1). 
With 500-msec encoding time, orientation had little effect 
on VSTM capacity, but longer encoding times (1,500 msec 
or 2,500 msec) led to greater VSTM capacity for upright 
than for inverted faces. Thus, inverted faces benefited less 
than upright faces from additional encoding time.

A 2 (upright vs. inverted faces) 3 5 (set sizes 1 5) 3 3 
(500- vs. 1,500- vs. 2,500-msec encoding time) ANOVA 
revealed main effects of orientation and duration, 
with overall K greater for upright than inverted faces 
[F(1,23) 5 29.38, p # .0001], and for longer encoding 

Figure 1. The sequence of events that occurred in each trial: Participants first were presented with 
an auditory stimulus that consisted of two digits and a mask, which they overtly rehearsed through-
out the trial to prevent verbal rehearsal. The study array, consisting of 1–5 faces evenly spaced in a 
circle (6.1º diameter) (either all upright or all inverted), then appeared for 500, 1,200, or 2,500 msec. 
After a 1,200-msec delay a face-probe was presented in one of the locations from the study array. The 
probe remained until participants indicated with a keypress whether the face was the same as (50% 
of trials) or different from the one that appeared in that location in the study array. To minimize 
confusion, within each trial, the probe was never a face that had appeared at a different location 
in the study array. After a response was made, a screen with two digits appeared and participants 
were required to state whether the two digits on the screen were the same as those they had been 
rehearsing throughout the trial.



622        Curby and Gauthier

times [F(2,46) 5 83.43, p # .0001]. Most importantly, 
orientation and encoding duration interacted, with the ef-
fect of orientation greater for longer durations [F(2,46) 5 
4.35, p 5 .019].2

A supplementary ANOVA on the maximum VSTM 
capacity (K-max) across the different set sizes produced 
similar results, with main effects of orientation [F(1,23) 5 
15.26, p 5 .0007], and duration [F(2,46) 5 30.76, p # 
.0001]. Although the interaction between orientation and 
duration was not significant (F , 1, n.s.), paired t tests 
revealed differences in K-max between upright and in-
verted faces with 1,500-msec [t(23) 5 3.095, p 5 .0051] 
and 2,500-msec [t(23) 5 2.59, p 5 .016] encoding time, 
but not with 500 msec [t(23) 5 1.66, p 5 .11].

Discussion
VSTM capacity was greater for upright than inverted 

faces, provided there was sufficient encoding time. It is 
possible that performance was constrained by a floor ef-
fect at 500 msec; however, previous studies have reported 
lower VSTM capacities for face and nonface objects, sug-
gesting that lower performance is possible (Eng et al., 
2006; Olsson & Poom, 2005). Importantly, a floor effect 
in this condition would not affect our main finding of an 
advantage for faces with extended encoding time.

This advantage for upright faces likely results from ho-
listic processing mechanisms unavailable or less efficient 
for inverted faces, but could also reflect more general dif-
ferences between upright and inverted stimuli (costs for un-
familiar orientations, Lawson & Jolicœur, 1998). If so, our 
effects should not extend to a comparison between upright 
faces and upright nonholistically processed objects (e.g., 
cars or watches). Experiment 2 addresses this possibility.

Experiment 2

Method
Participants. Twenty-one (11 female) individuals (mean age 5 

26.3, SE 5 5.2) participated for payment.
Stimuli and Procedure. Seventy-two grayscale images each of 

upright faces (1.9º 3 2.3º), watches (1.9º 3 2.3º), and cars (2.3º 3 
1.5º) (Figure 3). The faces were the same as in Experiment 1. The 
watch images all depicted front-on upright views. The viewpoint of 
the cars varied from three-quarter to side views across images.

The procedure and analysis was similar to Experiment 1.3 Partici-
pants performed 420 trials for each stimulus category in three separate 
sessions (sessions were counterbalanced across subjects). For each 
category, the 28 trials of each of the 15 conditions were randomized.

Results
As in Experiment 1, additional encoding time increased 

participants’ performance at identifying an object from 
the study array. Also, the relative VSTM capacity between 
categories again depended on encoding time. At short en-
coding times (i.e., 500 msec), capacity for faces was less 
than that for other categories; however, with 2,500-msec 
encoding time there was no difference between face and 
object VSTM capacity (Figures 4 and 5, Table 1).

An ANOVA revealed main effects of encoding duration 
and category, with K greater for longer encoding dura-
tions [F(2,40) 5 128.76, p # .0001], and for watches and 
cars compared with faces [F(2,40) 5 12.06, p # .0001]. 
Most importantly, category interacted with duration, with 
the effect of presentation duration larger for faces than 
watches or cars [F(4,80) 5 6.52, p # .0001].4

A supplementary ANOVA on the K-max values also 
revealed main effects of category [F(2,40) 5 5.13, p 5 
.01], and encoding duration [F(2,40) 5 57.89, p # .0001]. 
The interaction between category and duration approached 

Figure 2. (A) Estimated number of objects stored in visual short-term memory (VSTM) using Cowan’s (2001) formula for 500-, 
1,500-, and 2,500-msec encoding time for upright and inverted faces at each of the different set sizes, and (B) the maximum VSTM 
capacity (K-max) for each category and encoding duration. K and K-max values for upright and inverted faces were similar at the 
shortest encoding time, and increased with additional encoding time for both upright and inverted faces. However, K and K-max values 
for upright faces were greater than that for inverted faces when ample encoding time was allowed, suggesting that affects of processing 
mode on VSTM capacity emerge with sufficient encoding time.
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significance [F(4,80) 5 2.14, p 5 .084]. There appeared 
to be an overall advantage for cars, perhaps reflecting par-
ticipants’ use of the variability in viewpoint to facilitate 
VSTM performance. When cars were removed from the 
analysis the interaction between duration and category 
reached significance [F(2,40) 5 3.76, p 5 .032].5 Paired 
t tests revealed differences in K-max between faces and 
cars [t(20) 5 4.053, p 5 .0006], and faces and watches 
[t(20) 5 3.27, p 5 .0038], with 500-msec but not with 
1,500-msec or 2,500-msec encoding time (all ps . .09).

Discussion
Participants experienced a greater increase in VSTM 

capacity with additional encoding time for faces than 
objects. This suggests that the results from Experiment 1 
did not depend on differences between canonical and 
noncanonical stimulus views. However, inconsistent with 
our predictions, VSTM for faces did not exceed that for 
objects at the longest encoding time. Possible explana-
tions are discussed later and explored in Experiment 3.

The smaller VSTM capacity for faces compared to ob-
jects at the shortest encoding duration (500 msec) likely 
reflects a difference in perceptual complexity or within-
category homogeneity. Indeed, the absence of this differ-

ence between upright and inverted faces at short encod-
ing times suggests this effect is not related to processing 
strategy. Faces may place a greater burden on encoding 
mechanisms compared to watches or cars, consistent with 
the slower search rates for faces compared to other com-
plex object categories (Eng et al., 2006).

Specific measures of object complexity, such as visual 
search rate, were not obtained for the face and nonface 
objects. Not only is object complexity a somewhat elusive 
construct to define (see Donderi, 2006), but it is also un-
clear how useful such indexes would be, given that they 
appear to be predictive only at limited encoding durations 
(Eng et al., 2006). Importantly, the interaction between 
encoding duration and stimulus category does not depend 
on specific differences in complexity or information load 
between categories.

Our results also suggest that additional encoding time 
can partly compensate for differences in complexity (Eng 
et al., 2006). Despite the smaller VSTM capacity for faces 
compared to cars or watches at short encoding durations, 
with sufficient encoding time capacity for faces approxi-
mates that of the other categories. The influence of encod-
ing time may depend on processing strategy, with greater 
benefits for more holistically processed faces.

Based on the results of Experiment 1, we expected 
VSTM capacity for upright faces to exceed that of objects 
at the longest encoding time (2,500 msec). However, the 
lower VSTM capacity for faces than objects at short encod-
ing times suggests that VSTM for faces is handicapped by 
factors influencing information load (e.g., complexity or 
homogeneity) and this effect may be too strong to be fully 
offset by a holistic strategy. Alternatively, 2,500 msec may 
be insufficient to eliminate perceptual encoding limitations 
for faces (Eng et al., 2006). Experiment 3 addresses these 
possibilities.

Experiment 3

Experiment 3 examines VSTM capacity under condi-
tions known to interact with processing strategy. The in-
version of objects does not produce the same qualitative 
effects documented for faces (Yin, 1969), therefore if the 
larger capacity for upright compared to inverted faces is 
due to a difference in holistic processing, inversion of cars 
should not have the same influence on VSTM. We also ex-
plore whether capacity for inverted faces reaches that for 
upright faces with additional encoding time: this would 
be expected if VSTM capacity is entirely determined by 
complexity, whereas it is not predicted if holistic process-
ing is important. Finally, we predict greater VSTM capac-
ity for upright faces than upright cars when encoding time 
exceeds 2,500 msec.

Method
Participants. Twenty-seven (17 female) individuals (mean age 5 

20.2, SE 5 2.2) participated for payment.
Stimuli and Procedure. The faces were the same as in Experi-

ments 1 and 2. A different set of 72 images of car profiles was used. 
The procedure was similar to Experiment 1 except that the study 
array was presented for 500, 2,500, or 4,000 msec and only in set 

Table 1 
Mean Percent Correct for Each Condition in Each 

of the Three Experiments

Duration Set Size

Category  (msec)  1  2  3  4  5

Experiment 1

Upright faces 500 98.7 85.0 74.6 64.8 62.7
1,500 97.7 93.1 82.9 76.9 71.1
2,500 98.0 91.6 86.6 78.8 72.5

Inverted faces 500 94.9 82.7 69.8 63.6 60.6
1,500 94.4 85.2 76.5 68.4 67.5
2,500 95.7 86.9 81.4 72.7 66.8

Experiment 2 

Faces 500 96.9 84.5 70.8 66.8 60.1
1,500 96.4 92.5 86.3 76.2 67.7
2,500 97.2 92.0 85.5 81.8 75.4

Watches 500 96.9 87.0 80.1 74.4 66.0
1,500 98.8 92.4 84.7 78.7 75.1
2,500 98.6 91.9 86.9 80.7 73.7

Cars 500 98.3 92.2 81.1 71.7 70.1
1,500 98.8 92.4 84.7 78.7 75.1
2,500 99.1 94.6 87.4 82.5 76.4

Experiment 3

Upright faces 500 96.0 71.0 62.6
2,500 97.9 86.4 75.3
4,000 97.8 89.7 77.0

Inverted faces 500 92.0 68.9 62.6
2,500 94.7 75.3 68.7
4,000 94.9 81.2 69.5

Upright cars 500 94.0 75.8 64.2
2,500 95.3 80.8 73.0
4,000 96.4 82.6 71.8

Inverted cars 500 94.3 71.5 63.4
2,500 94.2 77.7 69.5

  4,000  94.2   79.0   71.8



624        Curby and Gauthier

sizes 1, 3, and 5. Participants performed 1,152 trials across four ses-
sions (counterbalanced across participants), each consisting of 8 
alternating blocks (36 randomized trials/block) of either upright or 
inverted images. Two sessions consisted of either upright or inverted 
faces; the remaining sessions showed upright or inverted cars. There 
were 288 trials for each of the four stimulus categories, within which 
there were 9 conditions (3 set sizes 3 3 encoding durations) pre-
sented 32 times.6

Results
Increased encoding time led to a greater increase in 

VSTM capacity for upright faces compared to upright 
cars and inverted faces and cars (Figures 6 and 7, Table 1). 
With 500-msec encoding time, orientation had little effect 
on VSTM capacity, but longer encoding time (4,000 msec) 
led to greater capacity for upright faces compared to in-

Figure 3. Examples of the stimuli presented in Experiment 3.

Figure 4. Estimated number of objects in visual short-term memory (VSTM) using Cowan’s (2001) formula for (A) 500-msec, (B) 
1,500-msec, and (C) 2,500-msec encoding time for each of the different set sizes and stimulus categories in Experiment 2. K increases 
with additional encoding time for all three categories of stimuli, and is similar across the three categories when ample encoding time 
is allowed. However, faces have a lower K in the shorter encoding time conditions compared to the object categories, suggesting that 
they may place a greater burden on encoding mechanisms than watches and cars.
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verted faces, upright cars, or inverted cars. Therefore, ca-
pacity for upright faces benefited more from additional 
encoding time than did that for inverted faces, or cars ir-
respective of their orientation.

A 2 (upright vs. inverted) 3 2 (cars, faces) 3 3 (set 
sizes 1, 3, 5) 3 3 (500- vs. 2,500- vs. 4,000-msec encoding 
time) ANOVA revealed main effects of encoding duration 
and orientation but not category (t , 1), with K greater 
for longer encoding times [F(2,52) 5 81.78, p # .0001], 
and for upright compared to inverted items [F(1,26) 5 
42.10, p # .0001]. Category interacted with both orienta-
tion [F(1,26) 5 11.58, p 5 .0022], and encoding duration 
[F(2,52) 5 7.77, p 5 .0011], with the effect of orientation 

and duration on VSTM greater for faces than cars. In ad-
dition, an interaction between orientation and encoding 
duration [F(2,52) 5 5.75, p 5 .0056], revealed that the 
effect of orientation was greater for longer encoding dura-
tions. Most importantly, there was a three-way interaction 
between orientation, category and encoding duration, con-
firming a greater influence of orientation for faces than 
cars, especially at longer encoding durations [F(2,52) 5 
4.56, p 5 .015].7

A supplementary ANOVA on the K-max values mir-
rored the results reported above, with main effects of 
orientation [F(1,26) 5 47.04, p # .0001], and duration 
[F(2,52) 5 56.65, p # .0001], but not category (F , 1). 
There was also an interaction between orientation and 
category [F(1,26) 5 7.78, p 5 .0098], orientation and 
encoding duration [F(2,52) 5 3.29, p 5 .045], and cat-
egory and encoding duration [F(2,52) 5 3.48, p 5 .038]. 
Most importantly, there was again a three-way interac-
tion between orientation, category and encoding duration 
[F(2,52) 5 3.29, p 5 .045].

Consistent with the ANOVA results, paired t tests re-
vealed that K-max was reduced by inversion for faces 
[t(26) 5 8.52, p # .0001], but not cars [t(26) 5 1.67, p 5 
.11]. In addition, K-max for upright faces was greater 
than for upright [t(26) 5 2.44, p 5 .022], and inverted 
cars [t(26) 5 3.62, p 5 .0012]. Paired t tests on the dif-
ferent encoding durations revealed strong effects of inver-
sion on K-max for faces with 2,500-msec [t(26) 5 4.473, 
p # .0001] or 4,000-msec [t(26) 5 5.8, p # .0001] but 
not with 500-msec [t(26) 5 1.66, p 5 .11] encoding time. 
In contrast, the influence of inversion on K-max for cars 
was less consistent; there was no influence of inversion 
in the 4,000-msec (t , 1) and 500-msec encoding condi-
tions [t(26) 5 1.10, p 5 .28], although it just reached sig-
nificance in the 2,500-msec encoding condition [t(26) 5 
2.107, p 5 .045]. Some degree of an inversion cost for 

Figure 5. The maximum number of objects (K-max) in visual 
short-term memory (VSTM) for 500-msec, 1,500-msec, and 2,500-
msec encoding time for faces, watches, and cars. K-max increased 
with encoding time for each of the three categories, however the 
benefit of additional encoding time was greatest for faces.

Figure 6. Estimated number of objects in visual short-term memory (VSTM) using Cowan’s (2001) formula for (A) 500-msec, (B) 
2,500-msec, and (C) 4,000-msec encoding time for each of the different set sizes and stimulus categories. K increases with additional 
encoding time for all four categories of stimuli, however the benefit of additional encoding time was greatest for faces. The effect of 
inversion on VSTM capacity was larger for faces than cars.
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cars is not surprising as the inversion effect for faces is 
specifically defined as a larger cost due to inversion rela-
tive to that for nonface objects (Yin, 1969). Notably, the 
inversion cost was significantly greater for faces than cars 
in the 2,500-msec condition (p 5 .0101).

Discussion
Consistent with the proposed influence of holistic pro-

cessing on VSTM capacity, with sufficient encoding time, 
capacity for upright faces exceeded that for inverted faces, 
upright cars, and inverted cars. Cars showed a smaller ef-
fect of orientation with 2,500-msec encoding, which dis-
appeared with additional encoding time. This is likely due 
to a familiarity with these mono-oriented objects (Yin, 
1969), but it does not account for the larger inversion ef-
fect obtained for faces. In addition, capacity for inverted 
faces appears fundamentally limited compared to that for 
upright faces, independent of encoding duration.

General Discussion

Different categories of objects can recruit different pro-
cessing styles through either experience or innate biases. 
A holistic strategy for face processing confers an advan-
tage, making face recognition less susceptible to irrelevant 
feature changes (e.g., hairstyle) and increasing sensitivity 
to subtle configural differences (Tanaka & Sengco, 1997). 
Our results suggest that holistic processing also influ-
ences VSTM. This cannot be explained by differences in 
stimulus-based complexity or by a general advantage for 
objects in familiar orientations. The use of unfamiliar faces 
and of articulatory suppression also renders alternative ex-
planations involving a contribution from verbal short-term 
memory unlikely. Long-term memory is also unlikely to 
explain these results: not only were the faces unfamiliar, 
but long-term memory traces created in the context of a 
VSTM task have limited impact on capacity (Chen, Eng, 
& Jiang, 2006).

One possibility is that the VSTM advantage for faces 
arises from a difference in eye movements. For instance, 
a VSTM advantage for faces could result from a greater 
tendency to fixate upright faces, particularly at longer 
encoding times. However, this is unlikely because the 
VSTM advantage for faces over nonface objects persisted 
even in a further control experiment where items were 
presented sequentially and each item was fixated for the 
same duration.8

It may seem that more direct manipulations of holistic 
processing, such as dividing a face into small spatially 
separated pieces to disrupt this processing strategy (Farah, 
Tanaka, & Drain, 1995), could better address the influ-
ence of holistic processing on VSTM capacity. However, 
such manipulations have consequences not only for holis-
tic processing, but also for VSTM more generally; VSTM 
capacity is facilitated by the organization of features into 
objects, e.g., through proximity and connectedness (Xu, 
2006). Inversion robustly influences the degree of holistic 
processing of faces without disrupting VSTM more gen-
erally and is therefore a more controlled manipulation of 
holistic processing.

A recent study proposed that VSTM capacity for intra-
category objects that cannot be easily labeled is only one 
object (Olsson & Poom, 2005). The authors argued that 
estimates of VSTM capacity can be inflated when ob-
servers assign verbal labels to objects that cross category 
boundaries. However, we find VSTM capacity greater 
than two items for cars and watches, even reaching three 
items for faces, despite the fact that our stimuli were intra-
categorical and did not have obvious labels, at least for 
the watches and faces. The car labels may have been more 
familiar to experts, although it is unlikely that our nov-
ice subjects could label most of them. Our stimuli were 
also more complex, which should have reduced VSTM 
capacity (Alvarez & Cavanagh, 2004). Indeed, one factor 
not considered by Olsson & Poom (2005) is that intra-
category objects may require more encoding time than ob-
jects that cross category boundaries. Our results and those 
of Eng et al. (2006) suggest that VSTM capacity for com-
plex objects is underestimated at 500 msec of encoding 
time because of perceptual encoding limitations. Perhaps 
with enough encoding time, capacity for the geometrical 
objects used by Olsson & Poom (2005) would have met 
that which we found for watches, for instance.

Holistic processing mechanisms, generally linked with 
visual expertise (Gauthier & Tarr, 2002), may increase 
VSTM capacity by creating more efficient representa-
tions for storage. Feature-based theories propose separate 
capacity limits for different types of featural information, 
such as color and shape. Holistic processing may increase 
VSTM capacity by integrating otherwise independent and 
even spatially separate features, such as the shape of the 
eyes and nose. Integrating this information into a single 
“shape unit” may effectively circumvent feature-based ca-
pacity limits. In addition, VSTM capacity for multifeatured 

Figure 7. The maximum number of objects (K-max) in visual 
short-term memory with 500-, 2,500-, and 4,000-msec encoding 
time for each of the stimulus categories. When given 4000 msec 
encoding time capacity for upright faces exceeded that for up-
right or inverted cars. The influence of inversion on VSTM was 
greater for faces than cars. In addition, controlling viewpoint 
eliminated the advantage for cars found in Experiment 2.
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objects may also be constrained by capacity-limited atten-
tion required to bind different features together (Delvenne 
& Bryuer, 2004; Wheeler & Treisman, 2002). In this case, 
holistic processing could reduce the burden to bind the 
features within a face together.

Holistic processing could also increase VSTM capac-
ity in ways more consistent with object-based accounts 
of VSTM (Vogel et al., 2001): It may allow participants 
to incorporate more object features into the unified rep-
resentations believed to serve as the units of VSTM. A 
more detailed and complete representation of the study 
array items would provide a considerable advantage when 
participants are required to differentiate between highly 
similar exemplars (Awh, Barton, & Vogel, 2007).

Alternatively, holistic representations for upright faces 
may be more robust and less susceptible to decay or inter-
ference than are the more feature-based representations 
created for inverted faces or objects. However, a recent 
study provides evidence against the possibility: Freire, 
Lee, and Symons (2000) found no effect of memory 
delay (1–10 sec) on the size of the inversion effect. This 
suggests the VSTM advantage for faces does not result 
from more robust representations, but rather from more 
qualitative differences between holistic and more featural 
representations.

An interesting question is why the advantage for faces 
in VSTM capacity only appears at encoding times longer 
than 500 msec, given that differences between the neu-
ral response to upright faces and inverted faces or objects 
occur as early as 170 msec after presentation (Rossion & 
Gauthier, 2002). One possibility is that holistic processing 
already has an effect at 500 msec, but that its contribution 
cannot overcome perceptual limitations under these con-
ditions (Eng et al., 2006). Alternatively, because consoli-
dation into VSTM is capacity limited, it may have insuf-
ficient time to consolidate more faces than objects even 
if more could be stored (Jolicœur & Dell’Acqua, 1998). 
Thus, the advantage for upright faces may only appear 
with sufficient time to complete consolidation. Consoli-
dation time has been estimated to be as long as 500 msec 
per item (Chun & Potter, 1995; Jolicœur & Dell’Acqua, 
1998), although it could be as short as 50 msec for simple 
objects (Vogel, Woodman, & Luck, 2006). Further stud-
ies should explore the interaction between consolidation 
mechanisms and perceptual processing efficiency.

Not only do we perceive faces differently, but this dif-
ference extends to our capacity to store them in VSTM. In-
deed, more efficient perception of important categories in 
our environment would not be maximally adaptive if this 
advantage disappeared with any visual disruption. Inter-
estingly, because holistic processing is also observed for 
objects of expertise (Gauthier & Tarr, 2002), perceptual 
experts may also demonstrate a greater VSTM capacity. 
If so, this would lead to an intriguing prediction: although 
practice on VSTM tasks and on visual search has not been 
found to improve VSTM capacity substantially (Chen, 
et al., 2006; Wolfe, Klempen, & Dahlen, 2000), expertise 
training procedures shown to increase holistic process-
ing for objects may be more likely to impact VSTM. This 
would be worthy of further investigation.
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Notes

1. K 5 (hit rate 1 correct rejection rate 2 1)  set size.
2. The main effect of set size and its interactions with encoding dura-

tion and orientation were also significant (p , .05) but are not central to 
our research question.

3. Removed incorrect articulatory suppression trials accounted for 
,2% of trials. 

4. The main effect of set size and its interactions with encoding dura-
tion and with stimulus category were also significant (p , .05) but were 
not central to our research question.

5. Further supporting this account is the significant interaction be-
tween stimulus category and orientation in Experiment 3, where the 
viewpoint of the car stimuli was controlled (p 5 .0098).

6. Removed incorrect articulatory suppression trials accounted for 
,2.3% of trials.

7. The main effect of set size and its interactions with encoding dura-
tion and orientation were also significant (p , .05) but were not central 
to our research question.

8. In this control experiment, there were both main effects of presen-
tation format (sequential, simultaneous) [F(1,28) 5 7.12, p 5 .0125], 
category (face, car) [F(1,28) 5 10.97, p 5 .0026], and duration (500, 
4,000 msec) [F(2,56) 5 57.94, p  .0001]. Notably, there was no inter-
action between presentation format and category [F(1,28) 5 1.98, p 5 
.170] or duration (F , 1). However, there was an interaction between 
category and duration [F(2,56) 5 6.86, p 5 .0022], but this did not in-
teract with presentation format (F , 1). These results suggest that the 
advantage for faces over cars was not influenced by the presentation 
format of the stimuli and thus not by the pattern of eye movements used 
to encode the stimuli. 
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