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Levels of categorization in visual recognition studied with functional
MRI
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Background: Recent functional neuroimaging results implicate part of the
ventral temporal lobe of the brain in face recognition and have, together with
neuropsychological findings, been used as evidence for a face-specific
neural module in the brain. Experimental designs, however, have often failed
to distinguish between the class of the object used as the stimulus (face or
non-face) and the level of categorization at which the stimulus is recognised
(the ‘basic’ level, such as ‘bird’, at which familiar objects are first recognised,
or more subordinate levels, - ‘sparrow’ for example - which require additional
perceptual processing). We have used echo-planar functional magnetic
resonance imaging to compare brain activation for matching of non-face
objects with subordinate- and basic-level descriptors.

Results: The additional visual processing required to verify the
subordinate level of a picture over its basic level was associated with
activation of the fusiform and inferior temporal gyri (FIT) as well as the
temporal poles. These areas correspond closely to those previously
implicated in the processing of facial images.

Conclusions: Our results indicate that areas of the ventral visual
pathway that have been associated with face recognition are sensitive to
manipulations of the categorization level of non-face objects. This idea
offers an alternative to the dominant view that FIT may be organized
according to conceptual categories, and our results also establish the
importance of manipulating task requirements when evaluating a ‘neural
module’ hypothesis.
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Background
The neural processes that underlie recognition of a face, rather

than another object, could be special in at least two ways: they
may require unique perceptual processing and/or engage a
specific region of the brain [1-2]. Several behavioral studies
suggest, however, that a common mechanism is used to process
faces and non-face objects when experimental conditions are
carefully matched [3-5]. In contrast, neuroimaging [6-11] and
neuropsychological [11-14] studies point to an area of the
ventral temporal lobe, including parts of the fusiform and
inferior temporal gyri (FIT), as more specialized for face than
non-face object recognition. The experimental designs used in
such studies, however, often failed to control for the level of
categorization at which a stimulus is recognized (basic, such as
‘bird’, or subordinate such as sparrow), a factor that can
potentially be confounded with the effects of the class of
stimulus (such as face or non-face). We argue that investigating
the effects of independently manipulating the categorization
level fro non-face objects is crucial in assessing whether there
is a face-specific neural module in the brain.

The study of face recognition has been closely associated with
theories of modular specialization in the brain. In particular,
the postulated existence of a brain area that is specialized for
face recognition provides a clear example of domain
specificity, one of the defining features of cognitive modules
[15]. Whether any brain area is or not domain-specific is ,
however, an empirical question. Recent neuroimaging results
[6-11] appear to offer compelling evidence for a face-specific
module.

Upon closer examination, however, these neuroimaging
studies reveal a bias towards experimental methods that can
only lead to conclusions favoring domain-specific modules.
For example, Kanwisher and colleagues [7-8] have performed
several neuroimaging studies comparing passive viewing of
faces with viewing of non-face objects. This comparison
between different stimulus classes was argued to be preferable
to task manipulation within a class because the recognition of
faces at the individual level is thought to be highly automatic.
Indeed, facial recognition of individuals is a task that we need
to perform often, so there are reasons why the processing of
facial identity should be automatized (see [16] for behavioral
evidence). In contrast, common objects are typically
recognized first at a more general level (termed the “basic”
level) that is more appropriate to everyday functional needs
[17-19] (e.g., chair or dog). Access to more subordinate levels
of categorization (e.g., folding chair or Dalmatian) may require
additional perceptual processing above and beyond that
required for basic-level access [4, 17-19]. Consequently,
common non-face objects may be automatically recognized at a
more general categorical level than faces, unless subjects are
required to perform subordinate-level judgments (as in the
present study) or unless they are experts with a particular class
of objects [19]. If subjects have developed expertise at
processing faces at the subordinate level, they may not perform
equivalent processing of non-face objects, especially if given
no particular instructions or task (or, as in some studies, when
animals are tested under anesthetic [20])
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The results of recent imaging experiments that compared the
processing of faces to that of various non-face object categories
[8] have been described as evidence for “special-purpose
cortical machinery” for face recognition (evidence from single-
cell recording and other approaches will be considered in the
Discussion). It is our contention that such studies failed to
consider experimental designs that might refute this
conclusion. For instance, no attempts were made to engage the
face module using only non-face objects. Faces and non-face
objects differ along many dimensions (e.g., shared
configuration of parts, number of known exemplars, social
importance, expertise of subjects). Attempting to equate two
sets of stimuli on any single dimension can never ensure that
such sets do not differ in other ways. Therefore, we suggest that
no experiment restricted to a comparison between different
stimulus classes can provide definitive evidence for a face-
specific neural module (a critique that extends to all techniques,
including single-cell recording).

Figure 1
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Illustration of task procedure. For both tasks (Visual and
Semantic), the stimuli (a word or a word and a picture)
remained on the screen for 2,000 ms with an intertrial
interval of 750 ms. Both tasks shared the requirements of
reading and accessing the meaning of the word and the
response components (responding YES or NO by pressing
one of two buttons). Trials were randomized for each
subject. Seventy-two pictures were used in the Visual task,
each being repeated 4 times (twice at each level with
matching and non-matching labels).

The present study examines the hypothesis that there is a face-
specific neural substrate: that is, an area of the ventral temporal
lobe, including parts of the FIT, that appears to respond more
strongly to faces than to other objects, because they are faces
[6-11]. It is worth noting that we are testing the face-
specificity hypothesis at the scale typically used in
neuroimaging and neuropsychological studies, not at the finer
anatomical resolutions available using single-cell recording or
optical imaging. At the scale used in neuroimaging and
neuropsychological studies, there is already some evidence
arguing against a face-specific module: patients with brain
lesions of the ventral temporal cortex who demonstrate a face-
recognition deficit (prosopagnosia) often have more general
problems with subordinate-level processing of non-face

objects [12, 21-24]. Thus, it is somewhat surprising that
previous results using positron emission tomography (PET)
have failed to find inferior temporal lobe activation for
subordinate processing of non-face objects (over and above
that observed for basic-level processing) [24] (similar results
have been obtained using event-related potentials, Jim Tanaka,
personnal communication).

Using functional magnetic resonance imaging (fMRI) and
improving on several aspects of the stimuli and design used in a
previous study [24], we tested whether the putative face-specific
module could be engaged by a manipulation of categorization
level, using only non-face objects. A recent PET study [24]
examined object verification at the subordinate and basic levels
but failed to reveal inferior temporal activation when basic
processing was subtracted from subordinate processing. That
study was different in several ways from the current experiment
and potential reasons for its failure to activate FIT include the
use of line-drawings that may spare subjects from the fine-
grained processing necessary for subordinate judgments on
more complex pictures, a larger number of basic than
subordinate judgments over the same time-course, and priming
for words used in both the baseline and experimental tasks.

Figure 2
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Distribution, averaged across 8 subjects, of positive and
negative activation in the Visual and Semantic tasks, for the
subordinate-basic comparison (t=±.2; cluster size=11). The
figure includes a schematic representation of the regions of
interest (FIT, inferior temporal and fusiform gyri, LIN, lingual
gyri, OCC, occipital cortex). Yellow corresponds to the
highest activation satisfying the activation criteria. A lower
threshold is used here than for the double-subtraction
(although the ROI analysis is based on the same threshold
for all comparisons) in order to illustrate the absence of
negative FIT activation in the Semantic task, which could
have produced some positive FIT activation in the double-
subtraction.
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Evidence that the putative face-specific module is engaged
when only the categorization level is manipulated would
suggest, first, that the face area as defined by a group average
method may not be specific to faces and, second, that the results
of any study that confounds comparison of faces and non-face
objects with the level of categorization cannot be
unequivocally interpreted as evidence for a face-specific module.

Results
Eight subjects performed two tasks - a visual task and a

semantic task) at the basic and subordinate levels. In the visual
task, subjects judged whether a picture matched a
simultaneously presented word, and in the semantic task,
subjects decided if the object described could move by its own
power (Figure 1). All tasks required lexical access, either for
basic-level or subordinate-level words. We were primarily
interested in visual recognition processes, so we restricted our
analyses to the two slices of the brain that contain the ventral
part of the temporal lobe. Different regions of the inferior
temporal lobe (particularly on the left) have been found to be
important for lexical retrieval for persons, animals, and tools
[26]. To minimize the effect of lexical retrieval, two different
lists of words were generated for the visual and vemantic tasks:
words were matched in average word length, word frequency, and
response times in the semantic task (in a separate pilot study),
and both lists contained similar numbers of animals (17 for the
visual task, 21 for the semantic task). The other items were
common objects such as vehicles and pieces of furniture.
Crucially, our design compares subordinate-level with basic-
level judgments for the same items (in particular, in the visual
task, the same picture was associated with both a basic-level
and a subordinate-level label) such that the effects could not be
explained by stimulus class differences (although the results
could potentially differ between conceptual categories).

By subtracting basic from subordinate nerual activation in
subjects performaing the visual task, we isolated the activation
associated with subordinate-level visual recognition of objects
plus any additional visual, lexical, or semantic processing of
the words engaged by the subordinate level (as compared to the
basic level). This revealed activation in FIT for seven out of
eight subjects (six had bilateral activation and one had
activation only on the left side; Figure 2). The second most
activated area was the occipital lobe (OCC) although it was
activated in only four subjects (all on the left side). By
subtracting basic from subordinate activation for the semantic
task, we were able to isolate the activation associated with any
visual, lexical or semantic processing of the words, as well as
possible visual imagery used to perform the semantic task, for
subordinate- over basic-level words. This revealed activity in
OCC for seven subjects (two bilaterally and five only on the
left). The second most activated area was FIT, which was
activated in six subjects (two bilaterally two on the left and on
the right). A statistical analysis of variance (ANOVA)
conducted on the volume (measured in voxels) activated above
threshold in each region of interest (ROI) across subjects (see
Methods for design) revealed statistically significant evidence
for a two-way interaction between the ROI (OCC and FIT) and
Task (F(1,7) = 6.2, p < .05) (Figure 3). Post hoc tests indicated
that OCC showed a larger volume of activation for the semantic
than the visual task (p < .05) whereas FIT showed no task
difference. A potential explanation for the greater OCC
activation in the semantic task is that subjects may have used a
visual imagery strategy. In that case, subordinate-level words
could lead to relatively more early visual cortex activation [27]
because they specify more detailed visual information. We also
obtained a ‘main effect of hemisphere’ (F(1, 7) = 7.1, p < .05),

qualified by an interaction with the ROI (F(1, 7) = 5.89, p <
.05). Scheffé tests (p < .05) indicated larger volumes of
activation in the left than right hemisphere, no difference
between the two regions of interest in the left hemisphere and a
larger volume of activation in FIT than OCC in the right
hemisphere. We will not attempt to interpret hemispheric
differences since our subject sample was highly heterogeneous
in terms of both hand preference and sex. It should be noted,
however, that no particularly unique pattern was found in FIT
and OCC for left-handed subjects.

Figure 3
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Mean number of voxels above threshold (t= ±1; cluster size
= 3) in the three ROIs for the Visual and Semantic tasks.
Asterisks indicate the ROIs (FIT and OCC) in which the
volume of activation above threshold was reliably different
from 0 across subjects (by t-tests, p<.05). Note that the
experimental design predicted only positive activation
(because subordinate-level access is thought to be
inclusive of basic-level access). Indeed, volumes of
negative activation were small and not reliably activated
across subjects.

While the volume of FIT activation was not significanlty
larger in the visual than the semantic task, the particular voxels
activated in each task might be different. To test whether the
additional visual processing required in accessing the
subordinate level of a picture activates the area of the brain
determined in earlier studies to be face-specific [6-11, 28], a
double-subtraction [visual(subordinate-basic) -
semantic(subordinate-basic)] was performed. This analysis was
designed to eliminate from the results of the visual task any
difference due to the visual, lexical or semantic processing
resulting from the presence of the words in the visual task. As
shown in Figigure 4, the FIT region that was engaged by
subordinate object processing in all of our eight subjects, when
averaged over all subjects, is remarkably similar to the face-
specific area described in previous studies [2]. In particular, i t
matches the region from which N200 face-specific scalp
potentials have been reported in humans [28]. In addition, the
averaged results revealed foci of activation in the temporal
poles, a region that has been previously implicated in the
processing of faces [11,26]. An ANOVA
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conducted on voxel count in four regions of interest (OCC, FIT,
lingual giry (LIN) and temporal poles) revealed a reliable effect
of ROI (F(3, 21) = 4.5, p < .02) qualified by an interaction with
a particular hemisphere (F(3, 21) = 4.5, p < .02). Scheffé tests
(p < .05) indicated larger volumes of activation bilaterally in
FIT compared to OCC and temporal poles, while FIT was larger
than LIN only in the right hemisphere. Other regions of
interest did not otherwise differ within hemispheres.

Counting activated voxels in regions of interest may not be
ideal for comparing different regions of the brain (even when
these regoins do not differ in size, as they may differ in many
other ways) although it allows for some individual differences
in the localization of a “subordinate” area. On the other hand,
averaged activation maps are more sensitive to spatial
inconsistencies between subjects. Here, the results using either
of the two methods supported our hypothesis that the additional
visual processing required to access the subordinate level of a
non-face object, over and above its basic level, engages the
region of the brain previously defined as the face-selective area.
This result appears to be consistent with other studies that have
implicated the fusiform gyri in non-face pattern processing
[29-30]. As mentioned previously, the temporal poles area,
which was activated in seven out of eight subjects (five
bilaterally, one only on the left and one only on the right) has
also been previously associated with face processing [11, 26].
It has been suggested that the right temporal pole may be
involved in the recognition of unique entities, and that part of
the left temporal pole may be engaged by lexical processing in
general [26]. Our results do seem to indicate a general role for
the teporal poles in subordinate-level processing, but our
design was not expected to isolate lexical processes. The left
activation obtained in this area could have been due in part to
the left-handed subjects (all three had bilateral activation in the
temporal poles for the double subtraction).

Figure 4
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Distribution, averaged across 8 subjects, of positive and
negative activation in the [Visual(subordinate-basic)-
Semantic(subordinate-basic)] double-subtraction (t=+-.3;
cluster size =11). The figure includes a schematic
representation of a fourth ROI (TPOL, temporal poles)
included in the analysis for the double subtraction.

Discussion
The term modularity - describing the idea that the brain
contains areas, or modules, that are specialized for particular
tasks - has been used in different ways, only some of which are
addressed by the present study. The more extreme (systems
level) view of modularity (sometimes referred to as “Fodorian”)
has typically been promoted using neuropsychological and

neuroimaging evidence. According to this view, the face
recognition system is functionally independent and physically
distinct from the non-face object recognition system (leading
to face-specific recognition deficits after fairly large lesions of
the temporal lobe) and processes visual information in a
qualitatively different fashion [7-9, 13-15, 28, 31]. The face-
specific module is believed to operate rapidly and mandatorily
upon the presentation of a face and its development is thought
to be largely endogenously determined. This is the view, quite
popular in the literature [8, 13, 15, 31], targeted by our study,
as well as by other studies which have concluded that faces may
not be “special” in that sense [3-5, 12, 21-24].

A second, less extreme, use of the term modularity which
appears widely in the physiology literature is more restricted
and describes the spatial organization of neurons with similar
response properties. Thus, the inferior temporal lobe appears
to consist of small columns, about 0.4 mm in width, each
containing cells that respond to similar complex visual
features, such as faces [20, 32-35]. However, technical and
methodological limitations prevents any strong claim about
the specificity of these cell assemblies. Indeed, recent findings
suggest that neurons in visual areas such as V2, V4 and MT that
were once thought to be specific feature detectors may instead
be general-purpose analyzers [36]. Moreover, it is unlikely that
any one of these IT columns is sufficient for the recognition of
all exemplars of an object class, such as faces, or that a single
column can be selectively damaged by a stroke. Whether these
columns can be interpreted as ‘modules’ in the Fodorian sense
will depend on a number of unresolved issues, including the
type and extent of interactions between neighboring columns.

In contrast, this second view of modularity is entirely
compatible with the existence of a large network of complex
visual features detectors which can be tuned to the properties of
any class of object depending on experience and task
requirements. Indeed, several physiologists have explicitly
suggested that the cells that are specifically engaged by faces
are not otherwise unique and that their responses may be
explained by our experience with faces [20, 34, 37]. An
important empirical demonstration comes from Logothetis et
al. [38-39] who trained monkeys to identify novel ‘paper-clip’
objects at the subordinate level and found cells in the inferior
temporal lobe that exhibited the same degree of object- and
view-selectivity typically found with face-sepcific cells (few
people would argue for a Fodorian “paper-clip” module). The
existence of clusters of cells that respond preferentially to one
class of objects (such as faces or “paper-clip” objects) i s
therefore somewhat less controversial than is the putative
modularity, in the strict sense, of their processing.

The theory that there are cells specialized for the features
present in faces [20, 32-35] is independent from the hypothesis
of a face-specific recognition module (Indeed one can imagine a
face-specific recognition module composed of a distributed
network within which none of the cells behaves like typically
described face-cells). Moreover, regardless of a given
techniques’ resolving power, a more extreme modular
hypothesis that incorporates face-specific processing should
be tested using task manipulations with non-face objects -- the
only means by which such a hypothesis can possibly be
refuted. Our results indicate that FIT as well as the temporal
poles can be selectively engaged by subordinate-level
judgments of common non-face objects. Since the same
pictures were used in the basic-level and subordinate-level
conditions for the visual task, our results are unlikely to be due
to physical or experiential differences between stimuli. They
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also cannot be due to the task instructions, as these were held
constant for both levels of categorization. Such factors, as well
as processing requirements tied to different categorization
levels, are often confounded with stimulus category in studies
in which the putative face-specific area is engaged.

Our interpretation of previous group-averaged data which have
been taken as evidence for a face-specific neural module is that
the typical activation obtained in this area may arise in part
from a difference of categorization level. We are not arguing,
however, that this factor alone is responsible for all
dissociations between faces and non-face objects: on the
contrary, we hope that future neuroimaging studies will adopt
designs that manipulate other important differences between
faces and non-face objects, such as level of expertise [3-5], the
size of the class formed by exemplars with similar shapes, and
the social or personal value of the exemplars to perceivers [23].
Passive or even anesthetized viewing of faces and non-face
objects, however, may not be appropriate to test the modularity
hypothesis because subordinate-level categorization may be
especially automatized for faces. Finally, because the face-
sensitive portion of the ventral cortex in any subject represents
only a small portion of a group-averaged face-specific area,
further studies should compare the face and subordinate-level
areas within individual subjects. Our findings have direct
implications for other studies that have used the group average
method and/or compared faces with non-face control stimuli and
suggest that part of the ventral temporal cortex may be
organized along general dimensions of visual recognition (such
as the level of categorization) rather than along class
boundaries.

Materials and Methods
Subjects
Eight neurologically normal subjects (4 males, 3 left handed)
took part in the study (approved by the Yale University
Human Investigation Committee). All subjects were healthy
and were not on any medication.

Behavioral studies
In order to select the stimuli, behavioral studies were
conducted on a Macintosh computer using the same ABAB
design as the fMRI study. In Pilot study 1, twenty subjects
performed the Visual task at both the basic and subordinate
levels for 120 shaded grey-scale pictures of common
objects. Seventy-two pictures, each showing a basic-level
advantage in response time (mean response times for
selected pictures were 995 ms for subordinate and 849 ms
for basic, t = 10.6, p < .001) and 80% or higher accuracy at
both levels were selected. Mean accuracy for the two levels
also differed reliably for selected items (97% for basic level,
88% for subordinate level, t = 8.6, p < .01). In Pilot study 2,
twenty subjects performed the Semantic task at both the
basic and subordinate levels for 240 labels (including all the
labels matching the pictures selected in Pilot study 1).
Results were used to produce two different lists of words for
the Visual and Semantic tasks -- these lists were matched in
mean word length, word frequency, and response times in
the Semantic task. The Semantic task also produced a
reliable basic-level advantage in response time (basic - 744
ms, subordinate - 800 ms, t = 2.2, p < .03) and accuracy
(basic - 90%, subordinate - 86%, t = 2.2, p < .03). Note that
this difference in difficulty between levels is an integral part
of their definition.

fMRI scan acquisition and analysis
Imaging was performed on a 1.5 Tesla Signa scanner (GE
Medical Systems, Waukesha, WI), with Instascan echo

planar imaging capabilities (Advanced NMR Systems,
Wilmington, MA). A single shot, gradient echo, echo planar
pulse sequence was used to acquire (64 by 128 voxel)
images over a field of view of 20 by 40 cm. Imaging
parameters were echo time 60 ms, repetition time 1,547 ms,
flip angle 60 degrees, slice thickness 7 mm, slice spacing 0
mm. Six axial-oblique slices were imaged during each
repetition time interval. Each run produced 128 images per
slice. The first two images (per slice) were discarded to
decrease the effect of non-steady state longitudinal
magnetization. Changes in image intensity were analyzed
on a voxel-by-voxel basis: voxels were considered
activated if the t-values in both halves of the bisected
dataset were equal or higher than 1 and if they were
contiguous with a set of at least two voxels also above
threshold. In a separate study, simulated activation was
added to resting state data in order to estimate receiver
operating characteristic (ROC) curves for our method of
analysis [40]. Conservative estimates indicate that 2% of
voxels are incorrectly identified as activated whereas 76%
of activated voxels are correctly identified. Image data were
corrected for motion using the SPM 96 software (Wellcome
Department of Cognitive Neurology, London). The t-maps
were superimposed on T1 weighted anatomical images of
the corresponding slice.

fMRI averaging
For averaging purposes, anatomical landmarks were defined
in T1 weighted axial-oblique and midline sagittal images of
each subject (they consisted, in the oblique plane, the outer
edges of the brain, the optic chiasma and the anterior edge
of the cerebral aqueduct and in the sagittal plane, the most
dorsal point of the thalamus, the optic chiasma, inferior
colliculi and most posterior point of the fourth ventricle).
Functional and anatomical images were transformed by
piece-wise linear warping in twelve brain subvolumes to
register the results for each subject in a common coordinate
system. The transformed functional maps were then
averaged across subjects and thresholded to obtain
subject-average functional maps. The double subtraction
was first performed on each subjects’ data, and the
resultant subject maps were then averaged together.

Region of interest analysis
Regions of interest were selected on the basis of previous
neuropsychological and neuroimaging results: they included
the area described previously as face-selective in humans
[6-14] which includes part of the fusiform and inferior
temporal gyri (FIT), the lingual gyri (LIN) which have a
spatial, but not functional, relation to the face area [6, 20]
and a portion of the occipital cortex (OCC) including part of
the striate cortex. The two slices which included the most
ventral temporal cortex were selected and the regions of
interest (ROIs) were defined for each subject according to
anatomical landmarks within each hemisphere. OCC was
defined as the occipital cortex from the back of the brain to
a line drawn between the temporo-occipital incisure laterally
and the lingual sulcus medially. LIN was defined as the
region anterior to OCC, medial to the collateral sulcus and
posterior to the parahippocampal gyrus. FIT was defined as
the region anterior to OCC, lateral to the collateral sulcus,
including the posterior aspect of the inferior temporal gyrus
and the fusiform gyrus, going as anterior as the head of the
hippocampus but not including any hippocampus or
parahippocampal gyrus. TPOL included all the superior and
middle temporal gyrus cortex visible in the two slices
selected. A 2 X 2 x 2 ANOVA conducted on the simple
subtractions included the following factors: ROI (OCC and



6    Current Biology, In press

FIT), Hemisphere (left and right) and Task (Visual and
Semantic). LIN was dropped from the analysis as it did not
reliably activate in any task and showed significantly less
activation than the other ROIs. A 2 x 4 ANOVA was
conducted for the double subtraction and included the
following factors: Hemisphere (right and left) and ROI (OCC,
TPOL, FIT, LIN). TPOL was included based on the averaged
results for the double subtraction which indicated activation
in that region. The dependent measure for both ANOVAs
was the number of voxels activated above t = 1. The
selection of a t-value for the ROI analysis is essentially
arbitrary and t = 1 was selected in order to be conservative
and to ensure that the distribution of numbers entering the
ANOVA was not overly skewed.
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